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Abstract

Software Defect Prediction is the process of forecgstive defect count during various phases of
software development life cycle. Defect predictionitalvo successful software project execution since
the output is used to proactively plan defect preventioivites. During initial phases of softwarne
development life cycle, prediction is quite challenging daethe presence of uncertainty in input
parameters, which constitute major component of estimated. é¥lultiple attempts have been made |by
researchers in past to design an appropriate defect adicddel but so far none has found widespread
adoption in software industry. In this communication, Adaptleuro-fuzzy Inference system (ANFIS)
approach has been proposed for designing a defect poediobdel. In order to achieve complexity
reduction and to increase model adoption, an easy-to-uséicahpiser interface is designed. The
proposed ANFIS based model makes use of organization’s hitquiojects’ data for building the
model. The model provides a defect range (minimum, maximusn)a aprediction output. The
effectiveness and superiority of proposed ANFIS model is detraiad through analysis of results
achieved.
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1 Introduction

In view of the well-known fact of our being more and mdependent on the software-based technology,
there is a growing demand for developing reliable, rdfible and faster software systems. This fact is
setting higher expectations for the organizations to imptbeeoverall product quality. In IT industry,
defects detected in software are most commonly consideseone of the major metrics for quality of
deliverables. A higher residual defect leakage could ngt sult in budget overrun but can also result in
impacting the overall customer satisfaction index. Duringsibaing of large engagement contracts, more
and more customers are enforcing financial penalty clatseounter damages due to residual defect
leakage from supplier end. Hence planning for defect prevestioonisidered vital for the organization. It is
always beneficial to focus on preventing defects in softwdevelopment life cycle rather than expending
effort in fixing defects found by end users while softwaas gone live in production.

In view of the increasing complexity in systems, it im@st impossible to deliver software with zero
production defects. The occurrence of defects is considered alnmstable and is the one of the
significant contributors to rise in overall project coste tlu defect fixing effort. In order to prevent defects
from occurrence and to detect the leakage in the initialgghasost organizations plan to implement defect
prediction model. The Capability Maturity Model IntegrationMi2l) is a globally-adopted capability
improvement framework that advocates use of appropriate dpfediction model as one of the high
maturity practices for process improvement under Quantit®tiggect Management process area at Level 4.
In order to achieve CMMI level 5 certification, orgaations need to showcase the benefits achieved by
implementing quantitative techniques like statistical pssccontrol charts and defect prediction model
[1,2]. Defect count prediction enables project managéf) (B take data driven decisions. Based on
outcome of model, IT organizations can perform contingencynpig for areas that need necessary
attention and investment [3]. Prevention activities nmejuide setting up multiple review channels, usage of
automation tools and performing process audits.

In the recent past, there has been an increased usageputational intelligence (Cl) technologies such as
fuzzy logic, neural networks, and ANFIS, to solve issueshie field of software engineering. The ClI

technologies have been found to be particularly successfuling problems such as effort and defect
prediction that arise as a result of measurement whiclmot precise and inaccurate [4,5]. In this
communication, ANFIS approach has been proposed for designilefect prediction model for software

enhancement projects.

Next section describes about software enhancement methodology.
1.1 Softwar e enhancement methodology

Enhancement life cycle methodology aims at achieving ivgments to existing software in terms of

functionality / technologies. The enhancement methodologyoist suited to the situations in which there

are constantly changing customer requirements, inv@lpartially or fully completed projects. The changes
may involve functionality or technology upgrade. Once the sofwis delivered; the maintenance and

enhancement of application software consume a major patithre total life cycle resources that includes

cost of the system [6,7]. Most legacy software systdmsot have well documented requirements, which
pose a great challenge for project manager to plan fiwae enhancement to existing product. Most of the
times, the person who would make changes to code isditférom the person who initially authored the

code. In such cases, defect prevention through defect poadimtcomes all the more vital. It has been
suggested that the ongoing maintenance of legacy softwéex@ning more difficult year by year since

software updates gradually changes the original aathite of the applications [8].
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It has also been observed that most research work done imegasting software defect prediction is
focused on development projects, instead of softwahareements or software maintenance projects [9].
To address this issue, a defect prediction model for aoftvenhancement projects is being proposed,
justifying the investigations reported through this comrmation. In this communication, three distinct
phases (Requirement Gathering, Construction and Testing) ecfgopgarding software enhancement life
cycle are considered for designing the model. In view ofabethat effort and duration for analysis phase
and design phase play a minimal role, the defect prediaiainése phases is not taken into consideration.

In the next section, ANFIS overview is provided followed liigrature review, section IV discusses
proposed framework followed by results discussion and cdoolus

2 Adaptive Neuro Fuzzy I nference System (ANFIS)

In the last few decades, study in the field related téicai neural networks and fuzzy inference systems
has been a major area of consideration, especially in riees a@nvolving specific type of uncertain
knowledge. Fuzzy logic based systems have the alwdityepresent, and to draw inferences regarding
comprehensive linguistic knowledge, though vague yetngtaledable to human experts [10]. Nevertheless,
fuzzy systems lack ability to obtain and tune the rui¢eraatically. While, neural networks based systems
are known to be adaptive and can be easily trained and frovacbrovided data set. Fuzzy systems and
neural-networks are known to be complementary paradigmsitvessing such complex problems; hence,
it is natural to combine these technologies to create dhglystems [11].

An adaptive Neuro-fuzzy inference system (ANFIS) téghe integrates both neural networks and fuzzy
logic principles in a single framework. ANFIS makes usetrafining algorithm supported by NN
architectures [12,13]. This technique got developed in &y 990s and makes use of Takagi—-Sugeno
fuzzy model which is known to be more compact and computdtioefficient than Mamdani model. In this
approach, ANFIS inference system corresponds to a set of {&EzZfHEN rules that have learning
capability with appropriate membership functions to geeethé result as stipulated input output pairs
[14,15].
In a Sugeno model, a typical fuzzy rule is described as:

ifxisinAandyisinBthenz = f(x,y) Q)
In equation (1), A an® are fuzzy sets in the antecedent, #nsl a crisp function mapping the ordered pair
(x,y) toz the consequent. The functigris a polynomial function which describes the model outputimit
fuzzy region specified by the antecedent of the rule.

In Fig. 1, a two-input first-order Sugeno Fuzzy Model viitlo rules is shown with corresponding ANFIS
Architecture presented in Fig. 2.

Rule1: if x is A1 and

yis B1, then(f1 = plx + qly + r1) (2
Rule2: if x is A2 and

yis B2 ,ther(f2 = p2x + q2y + r2) 3)

The five layers of ANFIS architecture are explained@able 1 (Jang, 1993).
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Table 1. Description of layersin ANFI S architecture

Layer ] Every nod€ in this layer is an adaptive node with a node function

0} = Ba; (%) (4)

Where x is the input to nodeandA is a linguistic label associated with this node. In other
words,0} is the membership grade oAgand it specifies the degree to which the given
input x satisfies the quantifids . Here the membership function farcan be any
appropriate parameterized membership function:

ta,(x) = Tzl 5)
1+[< ai‘) ]
X—Cj 2
pa ) = exp{- (%)) (6)
Where{ai, bi, ci} is the parameter set referredoasmise parameters
Layer - In this layer every node is a fixed node whose output is the prodattitoé incoming
signals.
0F =w; = pa,(x) X pp,(y) ,i=1,2 )

Here, output of each node represents the firing strengthiuxzy rule.

Layer 3 In this layer every node is a fixed node labeled NifFihgode calculates the ratio of title
rule's firing strength to the sum of all rules' firirtgesgths, output is known asrmalized
firing strengths

Wi

Of =wy= = ,i=1.2 (8)
Layer ¢ Every nod€ in this layer is a square node with a node function:
Of =wify= W, (px + qy +1;), i =12 9)

Where w; is a normalized firing strength from layer 3, dpg, q;, 7;} is the parameter set
of this node. Parameters in this layer are referred tomsequent parameters

Layer 5 The single node in this layer is a fixed node labg|evhich computes the overall outasg
the summation of all incoming signals:

0} = overall output = Y, w;f; = % (10)
LVl

The task of the learning algorithm for this architeetis to tune all the modifiable parameters, namely
{a; b; ¢; } and{p; q; r; } to make the ANFIS output match the training data. Whepitbmise parametets
b; andc; of the membership function are fixed, the output of the ANRiBlel can be written as:

_ Wi W2
f - W1+ Wy fl + W1+ ') fz (ll)
f = wify + Wy f, (12)
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f= W )p+ W y)g + Wy + (W, X)p, + (W y)q, + (W, )ry (13)

Next section describes the related literature review.

At I B
X Y _Wh+wi,
P | B e
/x /_\ W, [L=pX+qy+r, =W i+ Wi,
X -
x ¥
Fig. 1. A two-input first-order Sugeno Fuzzy model with two rules[14]
Layer1 Layer 4
1 _
v Layer2 Layer3 v

| xy Layer 5

*fa] @% @™ - ]%" l
' XS
y <15 ®u5 N E W, 1

B, Xy

(4]

Fig. 2. Equivalent ANFIS ar chitecture [14]

3 Related Literature Review

Few of the areas where ANFIS approach, which is usethifimvestigation, has been successfully used:

Prediction of software maintenance effort of commercidiwsoe systems has been evaluated
using various techniques and results of ANFIS were obsé¢oveel the best [16].

ANFIS has been used for predicting the reliability of thitweare using attributes such as size of
software, number of failures and Total time [17].

ANFIS has been used for Tamil speech word recognitietem [18].

A method based on ANFIS has been used to evaluate theasofteliability. The model makes use
of the reliability data of one software project as airgata, and use the prediction of reliability as
output data [19].

Neuro-fuzzy technique has been used for estimating softwarelogevent time. The results
showed that Neuro-fuzzy system is much better than fuz4g &gl neural network, when used
separately [20].

ANFIS based technigue has been implemented for predicting ssefteffort. The same was
compared with neural network based technique and was founcperfoeming better [21].

A comparative analysis using ANFIS was done to predizllef impact of faults in NASA’s
public domain defect dataset coded in Perl programmingukege. The accuracy value of trained
Neuro-fuzzy system was found to be 93.33% [22].
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* ANFIS has been successfully applied for predicting sofiwehange-prone classes in the early
phases of software development [23].

* ANFIS has been used for estimating software effort. gamaon of various membership functions
was done and the results showed the trapezoidal membéusbtion was better compared to other
kind of membership functions [24].

In the next section proposed framework is discussed.
4 The Proposed Framewor k

ANFIS is a hybrid Al technique, which combines best festwof fuzzy logic and parallel processing neural
networks. Since ANFIS possesses fast convergencéasanore accuracy than back propagation neural
network, it is considered to be a universal estimator [Ebg experiments reported here involve data sets
taken from 50 real projects from a large software orgsdiaiz. Out of this dataset, 40 projects are used for
training the model and the rest 10 projects data is ugedhfidating/testing the trained model in MATLAB
environment. Considering the fact that the degree to wigtbrical data is similar to future data determines
the degree to which the model predicts the future ever@sjata has been segregated appropriately. Table 2
provides information regarding the structure of the adaptaardfuzzy based inference system.

Table 2. Configuration settingsfor ANFIS based modeling

S. no. Parameters Description

1 Training Samples 40 samples of 4 elements (4 X 40)
[Production, Review, Rework & Prevention]

2 Target Samples 40 samples of 1 element (1 X 40) [Befec

3 FIS (Fuzzy Inference System) Mett  Grid Partitioning

4 Number of Membership Function, MF 3, 3, 3, 3 (for eactheffour inputs)

5 MF Type Gaussian, Linear

6 Number of rules 81

7 Training Optimization Method Hybrid

8 Average Testing error at epoc 0.28771 Requiremen

2.2389 (Construction)
1.9647 (Testing)
9 Defuzzification Witaver, (Weighted Average)

ANFIS makes use of a hybrid learning algorithm for patamiglentification of Sugeno type FIS. Sugeno
model is computationally efficient, works well with lexe optimization and adaptive techniques. It has
guaranteed continuity of the output surface and is well switeththematical analysis [26].

Fig. 3 provides ANFIS structure for the Requirementh@®ang phase of software enhancement projects.
The structure would be the same for other two phaSeshancement life cycle. The branches shown in the
ANFIS architecture are color coded, which characterieduhzy rules used.

The anfis functionality in Fuzzy Logic Toolbox accomplishes the mership function parameter
adjustment. This adjustment allows fuzzy systems to leam the data being modeled. ANFIS uses two
datasets, one for training and the other for testingutrcase, first dataset of 40 projects is used for trgini
and other dataset of 10 projects is used for testing theedraimodel. Both datasets are from the historical
projects, which were completed at the organization. Consgleéha stability of system and minimum
training error, the number of epochs for training purposseiso 3. Each of the three SDLC phases, four
inputs (viz. Production effort, Review effort, Rework effartd Prevention effort) has Gaussian membership
function with 3 membership function for each input.
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input inputmf output

Logical Operations
and

(] or

not

Fig. 3. ANFISstructurefor requirement gathering phase with four inputs

The fuzzy inference system is shown in Figs. 4 and 5 depietabership function for PProduction eff
which is one of the input parameter.

Production }\

Review fw)

| % -

—

Fig. 4. Fuzzy inference system

in1mf1 in1mf2 in1mf3

innut variahle "Productinn®™

Fig. 5. Member ship functionsfor inputs (Production effort)
Gaussian combination membership function is represent:
y = gauss2mf(x,[sigl c1 sig2 c2]) (14)
The Gaussian function dependn two parameters sig and ¢ as givel

- (x=¢)?

f(x;0,c) = e 202 (15)

The functiongauss2mf is a combination of to of these two parameters. The first function, Bt by
sigl and cl, determines the shape of the -most curve. The second function specifiedsig2 and c2
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determines the shape of the right-most curve. Whemel < ¢2, the gauss2mf function reaches a
maximum value of 1. Otherwise, the maximum valuless than one. The Gaussian function has been used
for specifying the fuzzy sets due to their smoo#isrend concise notation property and having tharstdge

of being smooth and nonzero at all points.

The parameters are listed in the order:
[sigl,c1,sig2,c2] 6§1

The model is validated by using remaining 10 da&ts.sFor the purpose of validation, the trainingper
(refer Fig. 6) is defined as the difference betwdentraining data output value and the outpuheffuzzy
inference. The average testing error achieved athe is 0.28771 for Requirement Gathering phase,
2.2389 for Construction phase and 1.9647 for Tggpimase. The lower values of testing error showebet
quality of prediction. The key point to observe énés that by emulating the fuzzy rules in neuraimoek
architecture, the network can now be trained wiimgdard back propagation methods in responseitoriga
patterns. This means that the shape of the menipdtsictions and the strength of the connectiontfer
rules can be adjusted and learned. When the traiisincompleted, the neural network can simply be
converted back to fuzzy rules, if desired [27].

Training Error Training Error Training Error
2% 15 24

Error

; 5
1 15 2 25 3 1 15 7 25 3 W, 15 2 25 3
Epochs Epochs Epochs

Fig. 6. Training error for three phases

4.1 Graphical user interface development

The execution of the defect prediction model cdaddome a deterrent if the operation is complexigumadt
end-user friendly. In this communication, to faeile the operation, Matlab toolbox is used to desind
develop a graphical user interface to input the.débe tool uses only two windows, the first foentifying
the SDLC phase for which prediction is required #ma second to input the planned effort for adeeit
Output of the defect predictions is displayed separate window (refer Fig. 7).

ANFIS Options lo=] ]
@ Wwhich AMFIS Model do you need?
! Requirement ‘ | Construction | L Testing I
B input el ]
Production: | 5 ™
= Result  (somm=s| ﬁ
Review: Predicted Defects Range: 15- 17
2
Rework
G
Prevention
1

Fig. 7. Defect prediction system Ul
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The functioning of GUI is as follow:

For any new software enhancement project, the end user will prdvédinput to the GUI. The
inputs include planned efforts in person days for that Spe8DLC phase. Apart . from product
effort, the planned review effort, planned prevention effod the planned reworrk effort are ¢
required as a feed to the moc

Model would process the inputs and predict the defect count for thiatysar SDILC phase. T
model would provide the defect count range , that includes mmirand maxinmum number
predicted defects.

The defect forecast for other two phases is done ithe same steps as listed above.

5 Comparison of Results

The performance of the defect prediction model for softwembancement projectss is validated
comparing the trend of the outputs; one obtained through AN&3&dbmodel and the otheer being ctual
output. The defect trend chart (refer Fig. 8) shows ftihatmost cases, actual defects fiollows the~Fg
prediction trend.

B ooty

Doty

Comparisen of defects data far L0 Prejects - ANFIS Prediction VE Astus| Defectt | Roguirmesnt Gatharing Phae |

-+ At Dafect

—i- Piediciid Defecis

Praits

Coamparkeon of delects data for 10 P1I.I|H1.'| * ANFIS Predection W5 Actual Dededs
| Conatructicn Phide |

o Kt dedecty

=~ Fredicans Dafetti

Feojecia

Camparison of defects data for 10 Projects during Validetion : ANRS Prediction V3 Actual Defects | Testing Phase |

== AfTusl Defelts

~W—Predoted Delech

Projeds

Fig. 8. Compar ative trend of defects predicted by ANFIS Vsactual defects
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The overall accuracy of ANFIS based defect preglictnodel is calculated based on the count of prediic
defects and actual defects. The overall accuracthervalidation data of 10 projects is 91.8% wtiie
overall accuracy considering 50 data sets comamdr88% (refer Fig. 9). The accuracy of validatitatia
sets of 10 projects during requirement gatheringy @nstruction phase is 93.4% which is comparable t
93.33% accuracy achieved on NASA’'s MDP (Metric DRRtagram) data repository [22].

Requirement Phase Construction Phase Testing Phase
Project #| Actual ANFIS  |Accuracy ANFIS Actual ANFIS Accuracy ANFIS Actual ANFIS  |Accuracy ANFIS
Defect | Pedicted Defect Pedicted Defect Pedicted
Count defects Count defects Count defects
P1 3 2.8 93.1% 15 16.9 87.1% 15 13.3 88.6%
P2 4 3.4 84.7% 27 24.4 90.5% 26 23.2] 89.2%
P3 3 2.7 88.5% 25 24.2 96.8% 22 22.1] 99.5%
P4 1 1.3 67.1% 15 15.5 96.6% 13 12.7] 97.7%
P5 1 1.0] 99.9% 13 15.2 83.4% 9 7.8] 860.4%
P& 1 1.3 74.8% 19 23.7 75.3% 15 15.3 97.7%
P7 1 0.7] 70.8% 13 13.6 95.5% 11 12.0] 90.5%
P8 1 1.0] 99.6% 12 12.0 100.0% 10 10.1] 99.1%
P9 4 3.7 91.4% 24 24.5 97.8% 26 20.0] 77.1%
P10 1] 1.2] 78.7% 10 10.2 98.2% 6| 7.1 81.7%
P11 1 0.8] 83.5% 19 22.9 79.5% 25 23.0] 91.9%
P12 1] 0.8 76.1% 10 10.2 97.8% 5 7.6 48.4%
P13 1 0.8] 78.8% 19 23.2 77.9% 18 20.2] 87.8%
P14 1] 1.7] 25.9% 6 5.9 98.1% 10 8.4 83.7%
P15 1 1.1] 91.7% 10 10.9 91.1% 13 12.9 99.2%
P16 2] 1.7] 82.9% 10 11.4 85.5% 6| 8.9 50.9%
P17 4 3.9 96.7% 18 24.6 63.4% 15 15.1] 99.6%
P18 2 1.8] 91.7% 16 14.2 88.8% 10 10.2] 98.3%
P19 2 2.4 80.0% 14 15.9 86.7% 12 12.5 96.2%
P20 1 1.7] 29.4% 12 15.0 75.3% 11 10.5 95.8%
P21 3 3.2] 93.2% 19 18.0 94.5% 13 12.8] 98.4%
P22 2 1.7] 85.8% 24 23.9 99.6% 18 16.2] 90.1%
P23 3 2.6 86.7% 10 11.5 85.5% 8 7.7 96.6%
P24 2 1.7] 86.9% 14 16.1 85.3% 15 15.8] 94.8%
P25 5 5.3 94.2% 23 21.0 91.4% 19 18.7] 98.5%
P26 2 2.3 87.0% 18 16.6 92.3% 12 11.5 95.6%
P27 2 1.9 96.5% 20 19.7 98.7% 11 13.8] 74.7%
P28 2 3.1] 47.4% 25 24.3 97.3% 24 23.8] 99.4%
P29 1 0.9 88.9% 10 8.8 88.4% 7 7.6] 91.4%
P30 1 1.0] 99.0% 23 22.5 97.9% 24 23.8] 99.2%
P31 1 1.5] 38.4% 20 19.4 96.8% 14 14.1] 99.0%
P32 2 2.1] 96.5% 15 14.9 99.2% 12 11.2] 93.0%
P33 2 1.5] 81.4% 24 22.1 92.1% 22 22.8] 96.6%
P34 2 1.8] 90.6% 16 16.7 95.4% 9 14.1] 43.6%
P35 2 1.5] 80.4% 14 14.1 98.9% 20 14.1] 70.3%
P36 1 0.9 90.5% 18 23.5 69.6% 18 17.0] 94.3%
P37 1] 0.8 83.4% 18 17.7 98.4% 17 15.6 91.9%
P38 1 1.4] 55.8% 9 6.0 66.4% 16 15.2] 95.2%
P33 1] 0.7| 73.3% 17 16.8 98.7% 16 15.6 97.2%
P40 2 1.8] 88.0% 19 16.1 85.0% 13 12.0] 92.1%
P41 3 2.9 98.0% 5 5.6 88.6% 5 4.7 94.0%
P42 1 1.1] 90.0% 8 8.5 94.1% 2 1.9 95.0%
P43 1] 1.1 88.0% 8 7.5 93.8% 17 16.1 94.9%
P44 3 3.0] 98.7% 28 26.5 94.6% 70 20.7] 29.6%
P45 3 2.9 96.7% 25 24.1 96.3% 20 19.0] 95.0%
P46 2 1.8] 90.0% 17 14.2 83.4% 15 14.5 96.3%
P47 1 1.1] 91.7% 11 10.9 99.0% 12 11.5 95.5%
P43 2 2.1] 95.0% 16 16.9 94.2% 14 13.3 95.0%
P49 1 1.1] 90.0% 11 10.2 92.5% 7 6.8 96.9%
P50 2 2.1] 95.0% 24 24.3 98.6% 24 23.8] 99.4%

Fig. 9. Model accuracy calculation
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6 Conclusions

The study was conducted to illustrate the potemtiactiveness of ANFIS approach in respect ofveaie
defect prediction on data sets from software endniaent projects. The accuracy of validation withadzsets
from 10 projects during requirement gathering armhstruction phase is 93.4%. The results from
experiments indicate that the proposed ANFIS basedel has better defect prediction capability. The
conclusions are based on investigations of softwarkancement projects regarding a large software
organization. In order to adapt the proposed ptidicmodel to suit other software development
methodologies like ERP, Agile, Production Suppett, further effort is required.
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