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In this paper, we study the stationary compressible nonisothermal nematic liquid crystal flows affected by the external force of
general form in three-dimensional space. By using the contraction mapping principle, we prove the existence and uniqueness
of strong solution around the constant state in some suitable function space.

1. Introduction and Main Result

We consider the problem of identifying the stationary
motion of compressible nonisothermal nematic liquid crys-
tal flows effected by the external force of general form:

div ρuð Þ =H,
ρ u · ∇ð Þu − μΔu − μ + λð Þ∇div u+∇P = −∇d · Δd + ρF,

ρ u · ∇ð Þθ + P div u − κΔθ =Ψ uð Þ + Δd + ∇dj j2d�� ��2 +G,

u · ∇ð Þd − Δd = ∇dj j2d + R:

8>>>>><
>>>>>:

ð1Þ

Here, the unknown functions ρ = ρðxÞ > 0, u = uðxÞ ∈ℝ3,
θ = θðxÞ > 0, and d = dðxÞ ∈ S2 are the density, velocity, abso-
lute temperature, and macroscopic average of the nematic
liquid crystal orientation field, respectively. The pressure P
= Pðρ, θÞ > 0 is a smooth function of ρ, θ satisfying Pρðρ, θÞ
> 0, Pθðρ, θÞ > 0. The constants μ, λ are the shear and bulk
viscosity coefficients of the fluids, respectively, which are
assumed to satisfy the physical restrictions μ > 0 and 2μ + 3
λ ≥ 0. The constant κ > 0 is the ratio of the heat conductivity
coefficient over the heat capacity. Moreover, Ψ =ΨðuÞ is the
dissipation function:

Ψ uð Þ = μ

2 ∇u + ∇uð ÞT
��� ���2 + λ div uð Þ2: ð2Þ

In addition, HðxÞ, FðxÞ = ðF1ðxÞ, F2ðxÞ, F3ðxÞÞ, RðxÞ
= ðR1ðxÞ, R2ðxÞ, R3ðxÞÞ, and GðxÞ are the given mass
source, external force, director source, and energy source,
respectively, which are given by the following form

H, F,G, Rð Þ = div H1, F1,G1, R1ð Þ + H2, F2,G2, R2ð Þ, ð3Þ

where H1 = ðHi
1ðxÞÞ1≤i≤3,H2 =H2ðxÞ,F1 = ðFij

1 ðxÞÞ1≤i,j≤3,
F2 = ðFi

2ðxÞÞ1≤i≤3,G1 = ðGi
1ðxÞÞ1≤i≤3,G2 =G2ðxÞ, and R1 =

ðRij
1 ðxÞÞ1≤i,j≤3, R2 = ðRi

2ðxÞÞ1≤i≤3:
As the space variable tends to infinity, we assume

ρ, u, θ, dð Þ xð Þ⟶ �ρ, 0, θ, �d
� �

as xj j⟶ +∞, ð4Þ

where �ρ > 0 and θ > 0 are two given constants, and �d is a unit
constant vector.

The flow of nematic liquid crystals can be regarded as
slow moving particles, in which the fluid velocity and the
particles arrangement influence each other. The continuum
theory of the nematic liquid crystals was first proposed by
Ericksen [1] and Leslie [2] during the period between 1958
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and 1968, see also the book by De Gennes [3]. The hydrody-
namic flow of nematic liquid crystal system has attracted
great interest and generated many important developments.
Here, we only mention some of related to our study.
When the temperature is absent, i.e., θ = 0. In [4, 5],
Huang et al. addressed some issues on the strong solutions
in three-dimensional space. Specifically, in [4], the authors
established a blow-up criterion, while the local existence of
a unique strong solution if the initial data are sufficiently
regular and satisfy a natural compatibility condition are
studied in [5]. Later, Jiang et al. [6] considered the global
existence of weak solutions with large initial energy and
without any smallness condition on the initial density
and velocity in a bounded domain of the multidimensional
space. By using the domain expansion technique and the
rigidity theorem, these authors [7] also proved the global
existence of large weak solutions in two dimensions, pro-
vided that the second component of initial data of the
direction field satisfies some geometric angle condition.
One may also see [8] for some recent progress on the exis-
tence, regularity, uniqueness, and large time asymptotic of
the nematic liquid crystal flows.

Recently, Feireisl et al. and Feireisl et al. [9, 10] established
nonisothermal models of incompressible nematic liquid crys-
tals and obtained the global existence of weak solutions. For
further study about the well-posedness of solutions to the
incompressible nematic liquid crystal flows, we refer to
[11–15] and references therein. For the compressible noni-
sothermal nematic liquid crystal flows, Guo et al. [16] shown
the existence of global weak solutions by a three-level approx-
imation and weak convergence when the adiabatic exponent
γ > 3/2. Moreover, they [17] also considered the global exis-
tence and decay rates of small smooth solutions in the whole
space ℝ3. Later, Fan et al. [18] proved the local well-

posedness of strong solutions to the initial boundary value
problem in 3D. By some delicate energy estimates and the crit-
ical Sobolev inequalities of logarithmic type, Zhong [19]
obtained the singularity formation of strong solutions to the
initial boundary problem in 2D. Then, Liu and Zhong [20]
established the global existence and uniqueness of strong solu-
tions with vacuum as far field density in three-dimensional
space. However, a lot of physical and mathematical important
problems are still open due to the lack of a smoothing mecha-
nism and the strong nonlinearity. Up to now, there are no
result available on the existence of stationary solutions to the
three-dimensional compressible nonisothermal nematic liquid
crystal flows with external force.

Inspired by the work of [21, 22] for the compressible
Navier-Stokes equations, the aim of this paper is to study
the existence and uniqueness of stationary solution, which
is a small strong solution around the constant state ð�ρ, 0, θ,
�dÞ to problem (1)–(4). It is worth mentioning here that the
nonisothermal nematic liquid crystal flow system (1) adds
the strong nonlinear terms, which seems more complicated
than that of the Navier-Stokes equations, and we should
carefully deal with the direction field of liquid crystals in
the angular momentum equation. Moreover, we think that
discussing the stationary solutions to (1) is of significance
to some extent.

As in [21], we choose ðP, u, θ, dÞ as the independent
variables and regard ρ as a smooth function of ðP, θÞ. To this
end, set �P = Pð�ρ, θÞ and denote

ϱ = P − �P, ϑ = θ − θ,w = d − �d: ð5Þ

Then, (1) can be reformulated as

As a preparation for stating our main result, we intro-
duce some notations and conventions to be used throughout
this paper. Here, C denotes a generic positive constant which
may vary depending on the estimate. ∇l f with any integer l
≥ 0 stands for all derivatives up to l-th order of the function
f with respect to the spatial variable x. Lpðℝ3Þ, 1 ≤ p ≤∞
stands for the usual Lp spaces with norm k·kLp and for any
integer m ≥ 0, Hmðℝ3Þ stands for the usual L2 − Sobolev
spaces with norm k·kHm . Let

Ĥ
m

ℝ3À Á
= u ∈ L1loc ℝ3À Á

: ∇u ∈Hm−1 ℝ3À ÁÈ É
: ð7Þ

Finally, we define some function spaces. For any ε > 0,
denote

Mk
ε = ϱ : ϱk kMk ≤ ε
È É

, Vk
ε = v : vk kVk ≤ ε
È É

, ð8Þ

div u + ρP
ρ

u · ∇ð Þϱ = −
ρθ
ρ

u · ∇ð Þϑ + H
ρ
,

−μΔu − μ + λð Þ∇div u+∇ϱ = −ρ u · ∇ð Þu−∇w · Δw + ρF,

−κΔϑ = − ρ + ρθ
ρ

ϱ + �P
À Á� �

u · ∇ð Þϑ − ρP
ρ

ϱ + �P
À Á

u · ∇ð Þϱ +Ψ uð Þ + Δw + ∇wj j2 w + �d
À Á�� ��2 + ϱ + �P

À ÁH
ρ

+ G,

−Δw = − u · ∇ð Þw + ∇wj j2 w + �d
À Á

+ R:

8>>>>>>>>><
>>>>>>>>>:

ð6Þ
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with

Moreover, we put

where

ϱ, u, ϑ,wð Þk kXl1,l2,l3,l4 = ϱk kMl1 + uk kVl2 + ϑk kVl3 + wk kVl4 ,

ϖk kS = 〠
3

ν=0
1 + xj jð Þν+1∇νϖ



 


L2
+ 1 + xj jð Þ3ϖ

 



L∞

+ 1 + xj jð Þ2ϖ1


 



L∞
+ ϖ2k kL1 :

ð11Þ

Now, we state our main result about the existence and
uniqueness of stationary solutions ðP, u, θ, dÞ to the station-
ary problem (1).

Theorem 1. There exist small constants ε0 > 0 and c0 > 0
depending only on �ρ, θ, �d, such that if

H, F, G, Rð Þk kS + 1 + xj jð Þ4∇4H


 



L2
+ 1 + xj jð Þ−1H

 



L1
≤ c0ε,

ð12Þ

for some positive constant ε ≤ ε0, then the problem (6) admits

a solution ðϱ, u, ϑ,wÞ ∈ ~X
4,5,5,5
ε .

Moreover, the solution is unique in the following sense:
if there is another solution ðϱ1, u1, ϑ1,w1Þ satisfying (6) with
the same ðH, F,G, RÞ, and kðϱ1, u1, ϑ1,w1ÞkX4,5,5,5 ≤ ε, then
ðϱ1, u1, ϑ1,w1Þ = ðϱ, u, ϑ,wÞ:

The rest of this paper is organized as follows. In Section
2, we establish the weighted L2 theory for the correspond-
ing linearized problem of (6). The proof for the existence
and uniqueness of the stationary solutions to (6) will be
considered in Section 3.

2. Weighted L2 Theory for Linearized Problem

In this section, we study the weighted L2 theory for the
following linearized system of (6):

div u + a · ∇ð Þϱ = h,
−μΔu − μ + λð Þ∇div u+∇ϱ = f ,
−κΔϑ = g,
−Δw = r:

8>>>>><
>>>>>:

ð13Þ

Here, a = ða1ðxÞ, a2ðxÞ, a3ðxÞÞ and ðh, f , g, rÞ ∈Hk ×
Hk−1 ×Hk−1 ×Hk−1 are given as

f = − b1 · ∇ð Þc1 + ~f , g = − b2 · ∇ð Þc2 + ~g, r = − b3 · ∇ð Þc3 +~r:
ð14Þ

Moreover, we fix k = 3 or k = 4 and always assume that

a ∈ Ĥ4, 〠
4

ν=1
1 + xj jð Þν−1∇νa



 


L2
+ 1 + xj jð Þak kL∞

≤ η, b1, c1, b2, c2, b3, c3 ∈ Vk+1,
ð15Þ

1 + xð Þhk kL2 + 〠
k

ν=1
1 + xj jð Þν∇νhk kL2

+ 〠
k−1

ν=0
1 + xj jð Þν+1∇ν ~f , ~g, ~r

� �


 



L2
<∞:

ð16Þ

We would like to point out that equations (13)1–(13)3,
which are independent of w, have been well studied in
[21], while (13)4 is easy to be handled. Hence, by using the

ϱk kMk = ϱk kL6 + 1 + xj jð Þ2ϱ

 


L∞

+ 〠
k

ν=1
1 + xj jð Þν∇νϱk kL2 ,

vk kVk = vk kL6 + 〠
1

ν=0
1 + xj jð Þν+1∇νv



 


L∞

+ 〠
k

ν=1
1 + xj jð Þν−1∇νv



 


L2
:

ð9Þ

Xl1,l2,l3,l4
ε = ϱ, u, ϑ,wð Þ: ϱ ∈Ml1

ε , u ∈ Vl2
ε , ϑ ∈ Vl3

ε ,w ∈ Vl4
ε , ϱ, u, ϑ,wð Þk kXl1,l2,l3,l4 ≤ ε

n o
,

~X
l1,l2,l3,l4
ε = ϱ, u, ϑ,wð Þ ∈ Xl1,l2,l3,l4

ε : div u = div U1 +U2for someU1,U2 such that
n

1 + xj jð Þ3U1


 



L∞
+ 1 + xj jð Þ−1U2


 



L1
≤ ε
o
,

S = ϖ : ϖ = div ϖ1 + ϖ2 for someϖ1, ϖ2 and satisfies ϖk kS<∞
È É

, ð10Þ
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same arguments as in [21], that is by using the Banach
closed range theorem and some weighted–L2 estimates on
the linearized problem (13), we get the following result.

Theorem 2. There exists a positive constants η0 > 0 depend-
ing only on μ, λ and κ such that if η in (15) satisfies η ≤ η0,
then the problem (13) has a solution ðϱ, u, ϑ,wÞ satisfying

ϱ, u, ϑ,wð Þk kL6 + 〠
k

ν=1
1 + xj jð Þν∇νϱk kL2

+ 〠
k+1

ν=1
1 + xj jð Þν−1 ∇νu, ∇νϑ, ∇νwð Þ

 



L2

≤ C b1, b2, b3ð Þk kVk+1 c1, c2, c3ð Þk kVk+1 + 1 + xj jð Þhk kL2
(

+ 〠
k

ν=1
1 + xj jð Þν∇νhk kL2 + 〠

k−1

ν=0
1 + xj jð Þν+1∇ν ~f , ~g,~r

� �


 



L2

)
,

ð17Þ

where C > 0 is a constant depending only on μ, λ, κ.

3. The Proof of Theorem 1

In this section, we prove the main Theorem 1 for the exis-
tence of stationary solution of (6) by using the contraction

mapping principle in ~X
4,5,5,5
ε . For this purpose, we study

the following iterated equations

div u + ~ρP
~ρ

~u · ∇ð Þϱ = h,

−μΔu − μ + λð Þ∇div u+∇ϱ = −�ρ ~u · ∇ð Þ~u + ~f ,

−κΔϑ = −�ζ1 ~u · ∇ð Þ~ϑ + ~g,
−Δw = − ~u · ∇ð Þ~w +~r,

8>>>>>>><
>>>>>>>:

ð18Þ

where ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε is given, ~ρP = ρPð�P + ~ϱ, θ + ~ϑÞ, �ζ1

= ζ1ð�P, θÞ, etc., and

h = −
~ρθ
~ρ

~u · ∇ð Þ~ϑ + H
~ρ
, ~f = − ~ρ − �ρð Þ ~u · ∇ð Þ~u−∇~w · Δ~w + ~ρF,

~g = − ~ζ1 − �ζ1
� �

~u · ∇ð Þ~ϑ − ~ζ2 ~u · ∇ð Þ~ϱ +Ψ ~uð Þ + Δ~w + ∇~wj j2 ~w + �d
À Á�� ��2 + ~ζ3H +G,

~r = ∇~wj j2 ~w + �d
À Á

+ R, ~ζ1 = ~ρ + ~ρθ
~ρ

~ϱ + �P
À Á

, ~ζ2 =
~ρP
~ρ

~ϱ + �P
À Á

, ~ζ3 =
~ϱ + �P
~ρ

:

8>>>>>>><
>>>>>>>:

ð19Þ

3.1. Construction of Solution Map F for (18). Now, we
devote ourselves to establishing a solution map for (18). To
begin with, we derive the weighted L2 estimates on the solu-
tion of (18) by applying Theorem 2. In fact, let

a = ~ρP
~ρ
~u, b1 = c1 = �ρ1/2~u, b2 = �ζ1~u, c2 = ~ϑ, b3 = ~u, c3 = ~w ð20Þ

and h, ~f , ~g,~r in Theorem 2 be denoted as in (19). By the
Sobolev inequality, we can choose ε > 0 sufficiently small
such that �ρ/2 ≤ ~ρ ≤ 2�ρ and η in (15) satisfy η ≤ η0. It is
straightforward to check that (15) holds for k = 4, and

1 + xj jð Þhk kL2 + 〠
4

ν=1
1 + xj jð Þν∇νhk kL2

+ 〠
3

ν=0
1 + xj jð Þν+1∇ν ~f , ~g, ~r

� �


 



L2
≤ C ε2 + K0
À Á

,
ð21Þ

with K0 defined by

K0 ≔ 〠
3

ν=0
1 + xj jð Þν+1∇ν H, F, G, Rð Þ

 



L2
+ 1 + xj jð Þ4∇4H


 



L2
<∞:

ð22Þ

Thus, one has the desired result by applying Theorem 2
with k = 4 for (18).

Lemma 3. Let ðH, F,G, RÞ satisfy (22). Then, there exists a
positive constants ε0 such that if ε ≤ ε0, the problem (18) with

ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε has a solution ðϱ, u, ϑ,wÞ ∈ Ĥ4 × Ĥ

5 ×
Ĥ

5 × Ĥ
5
satisfying

ϱ, u, ϑ,wð Þk kL6 + 〠
4

ν=1
1 + xj jð Þν∇νϱk kL2

+ 〠
5

ν=1
1 + xj jð Þν−1 ∇νu, ∇νϑ, ∇νwð Þ

 



L2
≤ C ε2 + K0

À Á
,

ð23Þ

where C > 0 is a constant depending only on �ρ, θ, �d, λ, μ, κ.

To continue, we cite a lemma in [22] which will be used
to establish the L∞ norm of the solution to (18).

Lemma 4 (see [22]). Let EðxÞ be a scalar function satisfying

∂αxE xð Þj j ≤ Cα

xj j αj j+1 , αj j = 0, 1, 2ð Þ: ð24Þ

(i) If φðxÞ is a smooth scalar function in the form: φ =
div φ1 + φ2 and satisfies

L1 φð Þ = 1 + xj jð Þ3φ

 


L∞

+ 1 + xj jð Þ2φ1



 


L∞

+ φ2k kL1 <∞,
ð25Þ
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then for any multi-index α with jαj = 0, 1, one has

∂αx E ∗ φð Þ xð Þj j ≤ Cα

xj j αj j+1 L1 φð Þ: ð26Þ

(ii) If φðxÞ is a smooth scalar function in the form: φ =
φ1φ2 and satisfies

L2 φð Þ = 1 + xj jð Þ2φ

 


L∞

+ 1 + xj jð Þ3 ∇φ1ð Þφ2



 


L∞

+ 1 + xj jð Þ3φ1 ∇φ2ð Þ

 


H1 <∞,

ð27Þ

then for any multi-index α with jαj = 1, 2, one has

∂αx E ∗ φð Þ xð Þj j ≤ Cα

xj j αj j L2 φð Þ: ð28Þ

Here, the constant Cα depends only on α.
According to Lemma 3, we can introduce the solution

map for (18): F : ~X
4,5,5,5
ε ⟶ Ĥ

4 × Ĥ
5 × Ĥ

5 × Ĥ
5
by Fð~ϱ, ~u,

~ϑ, ~wÞ = ðϱ, u, ϑ,wÞ. In fact, in the following proposition, we

can see that F maps ~X
4,5,5,5
ε into itself. That is, Fð~ϱ, ~u, ~ϑ, ~wÞ

= ðϱ, u, ϑ,wÞ ∈ ~X
4,5,5,5
ε .

Proposition 5. There exists c0 > 0 such that for sufficiently
small ε > 0, if ðH, F,G, RÞ satisfies

K ≔ H, F,G, Rð Þk kS + 1 + xj jð Þ4∇4H


 



L2

+ 1 + xj jð Þ−1H

 


L1
≤ c0ε,

ð29Þ

then (18) with ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε has a solution ðϱ, u, ϑ,wÞ

=Fð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε .

Proof. We prove this result by two steps.

Step 1. We begin with the L∞-norm of the solution ðϱ, u, ϑ,
wÞ to (18). From the Helmholtz decomposition and Fourier
transform, the solution of (18) can be written of the form
and compare [22]:

u = v+∇p, ϱ = ψ + 2μ + λð ÞΔp, ϑ = E0 ∗Θ,w = E0 ∗ ϕ, ð30Þ

where

vj xð Þ = 〠
3

i=1
Eij ∗ f i xð Þ,

p = E0 ∗ φ xð Þ,
ψ = E0 ∗ div fð Þ,

8>>>><
>>>>:

Eij =
1

8πμ
δij
xj j −

xixj
xj j3

� �
, E0 = −

1
4π xj j ,

f i = −�ρ ~u · ∇ð Þ~ui + ~f i,

φ = −
~ρP
~ρ

~u · ∇ð Þϱ + h,

Θ = 1
κ

�ζ1 ~u · ∇ð Þ~ϑ − ~g
� �

,

ϕ = ~u · ∇ð Þ~w −~r:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð31Þ

Now, we apply Lemma 4 to get the estimate for ðϱ, u, ϑ,
wÞ. As a start, we study more details of f in order to estimate

u and ϱ. Since ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε , there exists ~U1 =

ð~Ui
1Þ1≤i≤3 and ~U2 such that

div ~u = div ~U1 + ~U2, and 1 + xj jð Þ3 ~U1


 



L∞
+ 1 + xj jð Þ−1 ~U2


 



L1
≤ ε:

ð32Þ

This in turn yields

f i = −~ρ ~u · ∇ð Þ~ui−∇~w · Δ~w + ~ρFi

= div −~ρ~ui~u + ~ρ~ui ~U1 + ~ρF1,i
À Á

+ −~ρ ~U1 · ∇
À Á

~ui − ~ui ~U1 · ∇
À Á

~ρ
À

+ ~ρ~ui ~U2−∇~w · Δ~w−∇~ρ · F1,i + ~ρF2,i
Á
≕ div f1,i + f2,i:

ð33Þ

In view of (32), the Sobolev inequality and the fact that

ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε , a direct computation gives that

1 + xj jð Þ2 f1,i


 



L∞
+ f2,i


 



L1
+ 1 + xj jð Þ3 f i


 



L∞
≤ C ε2 + K1
À Á

,
ð34Þ

with K1 defined by

K1 ≔ 1 + xj jð Þ3F

 


L∞

+ 1 + xj jð Þ2F1


 



L∞
+ F2k kL1 : ð35Þ

By Lemma 4(i), we thus obtain

xj j vj
�� ��, xj j2 ∇vj

�� ��, xj j2 ψj j ≤ C ε2 + K1
À Á

: ð36Þ

Next, we calculate the estimate for p. Notice that

φ = −〠
3

i=1

~ρP
~ρ
~ui∇iϱ + −〠

3

i=1

~ρθ
~ρ
~ui∇i

~ϑ + H
~ρ

 !
≕−〠

3

i=1
qi1q

i
2 + χ:

ð37Þ
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Since ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε , it follows from Lemma 3 that

1 + xj jð Þ2qi1qi2


 



L∞
+ 1 + xj jð Þ3 ∇qi1

À Á
qi2



 


L∞

+ 1 + xj jð Þ3qi1 ∇qi2
À Á

 



H1

≤ C ε2 + K0
À Á

,

1 + xj jð Þ2χ

 


L∞

+ 1 + xj jð Þ3∇χ

 


L∞

≤ C ε2 + K0
À Á

:
ð38Þ

Using Lemma 4(ii), we immediately find

xj j ∇pj j, xj j2 ∇2p
�� �� ≤ C ε2 + K0

À Á
: ð39Þ

Hence, according to (30), (36), and (39), we can conclude
the estimate for u and ϱ as

xj j uj j, xj j2 ∇uj j, xj j2 ϱj j ≤ C ε2 + K0 + K1
À Á

: ð40Þ

To continue, we treat the estimate for ϑ. To this end, we
first write Θ in the form

Θ = 1
κ

~ζ1 ~u · ∇ð Þ~ϑ + ~ζ2 ~u · ∇ð Þ~ϱ −Ψ ~uð Þ − Δ~w + ∇~wj j2 ~w + �d
À Á�� ��2 − ~ζ3H − G

� �
= 1
κ
div ~ζ1~ϑ + ~ζ2~ϱ

� �
~u − ~U1
À Á

− ~ζ3H1 −G1
� �

+ 1
κ

~U1 · ∇
À Á ~ζ1~ϑ + ~ζ2~ϱ

� ��
− ~ζ1~ϑ + ~ζ2~ϱ
� �

~U2 − ~ϑ~u∇~ζ1 − ~ϱ~u∇~ζ2 −Ψ ~uð Þ − Δ~w + ∇~wj j2 ~w + �d
À Á�� ��2

+∇~ζ3 ·H1 − ~ζ3H2 −G2
�
≕ div Θ1 +Θ2:

ð41Þ

This together with ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε and (32) that

1 + xj jð Þ2Θ1


 



L∞
+ Θ2k kL1 + 1 + xj jð Þ3Θ

 



L∞
≤ C ε2 + K2
À Á

,
ð42Þ

with K2 defined by

K2 ≔ 1 + xj jð Þ3 H,Gð Þ

 


L∞

+ 1 + xj jð Þ2 H1,G1ð Þ

 


L∞

+ H2,G2ð Þk kL1 :
ð43Þ

By Lemma 4(i), it holds that

xj j ϑj j, xj j2 ∇ϑj j ≤ C ε2 + K2
À Á

: ð44Þ

As to the estimate forw, we note that ϕ can be rewritten as

ϕ = − ~u · ∇ð Þ~w + ∇~wj j2 ~w + �d
À Á

+ R

= div −~u~w + ~U1 ~w + R1
À Á

+ −~U1 · ∇
À Á

~w + ~w~U2 + ∇~wj j2 ~w + �d
À Á

+ R2
Â Ã

≕ div ϕ1 + ϕ2:

ð45Þ

By the Sobolev inequality and the fact that ð~ϱ, ~u, ~ϑ, ~wÞ ∈
~X
4,5,5,5
ε , we obtain

1 + xj jð Þ2ϕ1


 



L∞
+ ϕ2k kL1 + 1 + xj jð Þ3ϕ

 



L∞
≤ C ε2 + K3
À Á

,
ð46Þ

with K3 defined by

K3 ≔ 1 + xj jð Þ3R

 


L∞

+ 1 + xj jð Þ2R1


 



L∞
+ R2k kL1 : ð47Þ

With this help and Lemma 4(i), one has

xj j wj j, xj j2 ∇wj j ≤ C ε2 + K3
À Á

: ð48Þ

Next, for the case of jxj < 1, in terms of Lemma 3 and the
Sobolev inequality, we immediately deduce that

∇ν ϱ, u, ϑ,wð Þk kL∞ ≤ C ∇ν+1 ϱ, u, ϑ,wð Þ

 


H1 ≤ ε2 + K0

À Á
, ν = 0, 1:

ð49Þ

Consequently, combining (40), (44), (48), and (49), one has

1 + xj jð Þ2ϱ

 


L∞

+ 〠
1

ν=0
1 + xj jð Þν+1∇ν u, ϑ,wð Þ

 



L∞
≤ C ε2 + K
À Á

:

ð50Þ

Step 2. By Lemma 3 and (50), it follows that (18) admits a
solution ðϱ, u, ϑ,wÞ satisfying

ϱ, u, ϑ,wð Þk kX4,5,5,5 ≤ �C ε2 + K
À Á

≤ Cε, ð51Þ

where the constants �C, C > 0dependonly on �ρ, θ, �d, μ, λ, κ.
To complete our proof, we need to study more details on u. To
this end, let us define U1 and U2 as

U1 = −
~ρP
~ρ
~uϱ,U2 = ϱ div ~ρP

~ρ
~u

� �
−
~ρθ
~ρ

~u · ∇ð Þ~ϑ + H
~ρ
: ð52Þ

Thus, from (18)1, the solution u can be written as

div u = div U1 +U2: ð53Þ

In addition, by ð~ϱ, ~u, ~ϑ, ~wÞ ∈ ~X
4,5,5,5
ε and (50), we can get

1 + xj jð Þ3U1


 



L∞
+ 1 + xj jð Þ−1U2


 



L1

≤ C ε2 + K + 1 + xj jð Þ−1H

 


L1

� �
≤ Cε:

ð54Þ

The proof of this proposition is completed.

3.2. Contraction of the Solution Map F . Now, we are in a
position to prove the solution map F for (18) is contractive.

Assume that ð~ϱj, ~uj, ~ϑj, ~wjÞ ∈ ~X
4,5,5,5
ε and ðϱj, uj, ϑj,wjÞ =F

ð~ϱ j, ~uj, ~ϑj, ~wjÞ for j = 1, 2. By (18), a straightforward calcu-
lation yields that
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where

By the Sobolev inequality, it holds that

1 + xj jð Þhk kL2 + 〠
3

ν=1
1 + xj jð Þν∇νhk kL2

+ 〠
2

ν=0
1 + xj jð Þν+1∇ν ~f , ~g,~r

� �


 



L2

≤ C ε + K0ð Þ ~ϱ1 − ~ϱ2, ~u1 − ~u2, ~ϑ1 − ~ϑ
2, ~w1 − ~w2

� �


 



X3,4,4,4

,

ð57Þ

with K0 defined in (22). By applying Theorem 2 with k = 3 to
(55), we obtain

ϱ1 − ϱ2, u1 − u2, ϑ1 − ϑ2,w1 −w2À Á

 


L6

+ 〠
3

ν=1
1 + xj jð Þν∇ν ϱ1 − ϱ2

À Á

 


L2

+ 〠
4

ν=1
1 + xj jð Þν−1 ∇ν u1 − u2

À Á
, ∇ν ϑ1 − ϑ2
À Á

, ∇ν w1 −w2À ÁÀ Á

 


L2

≤ C ε + K0ð Þ ~ϱ1 − ~ϱ2, ~u1 − ~u2, ~ϑ1 − ~ϑ
2, ~w1 − ~w2

� �


 



X3,4,4,4

:

ð58Þ

With the same computations as used in (50), one can
arrive at

1 + xj jð Þ2 ϱ1 − ϱ2
À Á

 



L∞
+ 〠

1

ν=0
1 + xj jð Þν+1 ∇ν u1 − u2

À Á
, ∇ν ϑ1 − ϑ2
À Á

, ∇ν w1 −w2À ÁÀ Á

 


L∞

≤ C ε + K0ð Þ ~ϱ1 − ~ϱ2, ~u1 − ~u2, ~ϑ1 − ~ϑ
2, ~w1 − ~w2

� �


 



X3,4,4,4

+ Cε 1 + xj jð Þ3 ~U
1
1 − ~U

2
1

� �


 



L∞

+ 1 + xj jð Þ−1 ~U
1
2 − ~U

2
2

� �


 



L1

� �
,

ð59Þ

where ~U
j
1, ~U

j
2ðj = 1, 2Þ are functions satisfying

div ~uj = div ~U
j
1 + ~U

j
2,  1 + xj jð Þ3 ~U j

1




 



L∞

+ 1 + xj jð Þ−1 ~U j
2




 



L1
≤ ε:

ð60Þ

In addition, we denote Uj
1 and Uj

2ðj = 1, 2Þ as

Uj
1 = −

~ρj
P

~ρj
~ujϱj, U j

2 = ϱj div ~ρj
P

~ρj
~uj

 !
−
~ρj
θ

~ρj
~uj · ∇
À Á~ϑj + H

~ρj :

ð61Þ

h = −
~ρ1P
~ρ1

~u1 −
~ρ2P
~ρ2

~u2
� �

· ∇ϱ2 − ~ρ1θ
~ρ1

~u1 · ∇
À Á~ϑ1 − ~ρ2θ

~ρ2
~u2 · ∇
À Á~ϑ2� �

+ 1
~ρ1

−
1
~ρ2

� �
H,

~f = − ~ρ1 − ~ρ2
À Á

~u1 · ∇
À Á

~u1 − ∇~w1−∇~w2À Á
· Δ~w1−∇~w2 · Δ~w1 − Δ~w2À Á

+ ~ρ1 − ~ρ2
À Á

F,

~g = − ~ζ
1
1 − ~ζ

2
1

� �
~u1 · ∇
À Á~ϑ1 − ~ζ

1
2 − ~ζ

2
2

� �
~u1 · ∇
À Á

~ϱ1 − ~ζ
2
2 ~u1 · ∇
À Á

~ϱ1 − ~u2 · ∇
À Á

~ϱ2
À Á

+Ψ ~u1
À Á

−Ψ ~u2
À Á

+ Δ~w1 + ∇~w1�� ��2 ~w1 + �d
À Á��� ���2 − Δ~w2 + ∇~w2�� ��2 ~w2 + �d

À Á��� ���2 + ~ζ
1
3 − ~ζ

2
3

� �
H,

~r = ∇~w1�� ��2 − ∇~w2�� ��2� �
~w1 + �d
À Á

+ ∇~w2�� ��2 ~w1 − ~w2À Á
,

~ζ
j
1 = ~ρj + ~ρj

θ

~ρj
~ϱj + �P
À Á

, ~ζ
j
2 =

~ρj
P

~ρj
~ϱj + �P
À Á

, ~ζ
j
3 =

~ϱj + �P

~ρj , j = 1, 2:

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð56Þ

div u1 − u2
À Á

+ ~ρ1P
~ρ1

~u1 · ∇
À Á

ϱ1 − ϱ2
À Á

= h,

−μΔ u1 − u2
À Á

− μ + λð Þ∇div u1 − u2
À Á

+∇ ϱ1 − ϱ2
À Á

= −~ρ2 ~u1 − ~u2
À Á

· ∇
À Á

~u1 − ~ρ2 ~u2 · ∇
À Á

~u1 − ~u2
À Á

+ ~f ,

−κΔ ϑ1 − ϑ2
À Á

= −~ζ
2
1 ~u1 − ~u2
À Á

· ∇
À Á~ϑ1 − ~ζ

2
1 ~u2 · ∇
À Á ~ϑ

1
− ~ϑ

2� �
+ ~g,

−Δ w1 −w2À Á
= − ~u1 − ~u2

À Á
· ∇

À Á
~w1 − ~u2 · ∇

À Á
~w1 − ~w2À Á

+~r,

8>>>>>>>>><
>>>>>>>>>:

ð55Þ
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We can derived from ð~ϱj, ~uj, ~ϑj, ~wjÞ ∈ ~X
4,5,5,5
ε that

1 + xj jð Þ3 U1
1 −U2

1
À Á

 



L∞
+ 1 + xj jð Þ−1 U1

2 −U2
2

À Á

 


L1

≤ C ε + 1 + xj jð Þ−1H

 


L1

� �
~ϱ1 − ~ϱ2, ~u1 − ~u2, ~ϑ1 − ~ϑ

2, ~w1 − ~w2
� �


 




X3,4,4,4
,

ð62Þ

which combined with (58) and (59) yields

ϱ1 − ϱ2, u1 − u2, ϑ1 − ϑ2,w1 −w2À Á

 


X3,4,4,4

+ 1 + xj jð Þ3 U1
1 −U2

1
À Á

 



L∞
+ 1 + xj jð Þ−1 U1

2 −U2
2

À Á

 


L1

≤ C ε + Kð ÞÞ ~ϱ1 − ~ϱ2, ~u1 − ~u2, ~ϑ1 − ~ϑ
2, ~w1 − ~w2

� �


 



X3,4,4,4

+ Cε 1 + xj jð Þ3 ~U
1
1 − ~U

2
1

� �


 



L∞

+ 1 + xj jð Þ−1 ~U
1
2 − ~U

2
2

� �


 



L1

� �
:

ð63Þ

With the above preparation in hand, we then have the
following proposition.

Proposition 6. Assume that ðH, F,G, RÞ satisfies the estimate
(for K defined in Proposition 5):

K ≤ c0ε, ð64Þ

for some c0 > 0 and sufficiently small ε > 0. Then, for ð~ϱj,
~uj, ~ϑj, ~wjÞ ∈ ~X

4,5,5,5
ε and ðϱj, uj, ϑj,wjÞ =Fð~ϱj, ~uj, ~ϑj, ~wjÞ

ðj = 1, 2Þ, one has

ϱ1 − ϱ2, u1 − u2, ϑ1 − ϑ2,w1 −w2À Á

 


X3,4,4,4

+ 1 + xj jð Þ3 U1
1 −U2

1

À Á

 


L∞

+ 1 + xj jð Þ−1 U1
2 −U2

2

À Á

 


L1

≤
1
2

~ϱ1 − ~ϱ2, ~u1 − ~u2, ~ϑ1 − ~ϑ
2, ~w1 − ~w2

� �


 



X3,4,4,4

�
+ 1 + xj jð Þ3 ~U

1
1 − ~U

2
1

� �


 



L∞

+ 1 + xj jð Þ−1 ~U
1
2 − ~U

2
2

� �


 



L1

�
,

ð65Þ

where ð~Uj
1, ~U

j
2Þðj = 1, 2Þ satisfies (60), and ðUj

1,U
j
2Þðj =

1, 2Þ are defined by (61).

Therefore, by Proposition 5, Proposition 6, and the
contraction mapping principle, we immediately get the exis-
tence and uniqueness of solution to system (6). The proof of
Theorem 1 is now completed.
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